Probabilistic
Reduction

Kaspars Balodis




Reduction

e Transform an instance of one problem to an
Instance of another problem

e \What Is a problem?
e What is an instance of a problem?



Decision problem

e Arbitrary yes-or-no question on an infinite set
of inputs
yes-or-no
Infinite set of inputs

e IS X a prime?



Decision problem

e P ="“Gliven two positive integers x and vy,
does x evenly divides y?”
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Encoding the inputs

e P={0,1,3,4,6,10, 11, 12, 15, 21, 22, ...}
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Decision problems

e Sets of nonnegative integers

o X[IA?
e Characteristic function
C[1Lif xOA C[Lif xOA
CA(X)_{O, it x0A XA(X)_{not defined, if X A

o If CA(X) IS computable then A Is a recursive set

o If )(A(x) IS computable then A is a recursively
enumerable set



Reductions

e A, B — not computable

e But If we had a machine that computes B,
could we compute A?

e Reduction
o A<B




Many-one reduction

e A IS many-one reducible to B if there is an
algorithm that given x will produce y such that

X

A=y




Truth-table reduction

e Truth-table condition ((x.%....%).a)

e a — k-ary Boolean function

e Truth-table condition is satisfied by A if
a(ca(x).ca(x)- - calx ) =1

e A Is truth-table reducible to B if there is an

algorithm that given x will produce a truth-
table condition that is satisfied by B iff xLIA

A<.B

— 1t



Turing reduction

e A is Turing reducible to B if there is an
algorithm which has an access to oracle on B
that when given x will output “yes” if xLJA and
“no” If xLJA



Probabilistic reductions

e A Is probabillistically many-one reducible to B
with probability p if there Is a probabilistic
| with probability p

algorithm that given x wi

produce y such that X

A=y

B



Probabilistic reductions

e A Is probabillistically truth-table reducible to B
with probability p if there Is a probabilistic
algorithm that given x will with probability p
produce a truth-table condition that is
satisfied by B iff xLIA

A<Pr2pB

— 1t



Probabilistic reductions

e A Is probabillistically Turing reducible to B
with probability p if there is an probabilistic
algorithm which has an access to oracle on B
that when given x with probability p will output
“yes” If xUJA and “no” if xLIA

A<*"B



Probabilistic reductions

e Note that in all reductions with probability 1-p
the algorithm is allowed to produce an
iIncorrect result or even not halt at all



Probabilistic reductions

e Are probabilistic reductions more powerful
than deterministic reductions?



Results
o If AS?D%B then A< B

e For every k, | and p such that Kep 1

there exists A, B such that | P

A<™'B AL "B

Pr>1/2 : :
o If A<~ “B and B is recursively
enumerable, then A is recursively
enumerable



Results

e There exist sets A and B such that A£_B

but A <Pr2%’ B

— 1t

Pr>%B then A<.B

e Forevery Aand Bif A<, <



Proof

={ x| ¢,(x) is defined]
={x|()[¢,(x) = y& truth-table condition y is satisfied by K}

K £, K K <Pr=23K



Proof K £,K

K ={x|¢,(x) is defined]
K ={ x| (0y)[#.(x) = y& truth-table condition y is satisfied by K]}

e Let's assume the contrary that K <.K
e Then aIso_E <.K

e Assume K <.K via Turing machine X,
o X, E?

o %, 0K < (g, (x)is satisfied by K)

o(8, (x,)is satisfied by K) = x, 0K

e Contradiction



Proof

~ _Pr>2/3
e K<, 77K

e Algorithm:

With pro
With pro
With pro

nabl
nabi
nabi

ity %5 answer “no” _
ity ¥ answer that XK Iff xOK
ity %3 simulate the Turing machine x

on input x. When it stops and gives y, answer that
x O Kiff the truth-table condition y is satisfied by K



Proof

_tt
o Algorlt'lm:
(©) With probability ¥ answer “no” N
(©) with probability ¥ answer that XU K Iff xOK

o With probability 7z simulate the Turing machine X
on input x. When it stops and gives y, answer that
x O Kiff the truth-table condition vy is satisfied by K

Turing machine x never stops XK



Proof

o RSEQZ/?’K
e Algorithm:
o With probability 7z answer “no”

(©) with probability ¥ answer that X[ K iff xOK

(©) with probability ¥ simulate the Turing machine x
on input x. When it stops and gives y, answer that
x O Kiff the truth-table condition vy is satisfied by K

Turing machine x producesy and X

K

truth-table condition y is satisfied by K



Proof

~ Pr
e K <K with probability 75
e Algorithm:
(©) With probability ¥ answer “no”

» With probability ¥z answer that XL K iff xOK

(©) with probability ¥ simulate the Turing machine x
on input x. When it stops and gives y, answer that
x O Kiff the truth-table condition vy is satisfied by K

—~

Turing machine x producesy and XU//K
truth-table condition y is not satisfied by K




Proof

e In all cases the algorithm gives the correct
answer with probability %3



Proof A<“°B= A<, B

e Simulate the reducing Turing machine

e When truth-tables are produced In
computation paths with probability >4,
combine them all into a new truth-table

e If the probability to say “yes” or “no” is greater
than %5 then it is the correct answer



Conclusion

generalization
>
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Thank you!

Questions?




