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COURSE ABSTRACT

The aim of this course is to explain to mathematical specialty students the main concepts of the
Markov process theory and its applications; to study the most useful in applied probability
counting processes with emphasis on the Poisson process; to acquaint with contemporary
approach to stochastic processes modeling based on Markov property, including the differential
Chepmen-Kolmogorov equations; to explain the ergodic theorem and its application to the
queuing theory, including the Erlang’s formulae.

RESULTS

On completion of the course the students should be able to describe the general principles of
Markov processes; to state the essential features of a Markov chain with discrete and continuous
time, to calculate the stationary distribution, to derive and analyze the Chapman-Kolmogorov
difference and differential equations; to define a Poisson process, derive the distribution of the
number of events in a given time interval, derive the distribution of inter-event times, and apply
these results, to solve the Kolmogorov differential equations and to derive the Erlang’s formulae.

REQUIREMENTS FOR AWARDING CREDIT POINTS
The examination for course (100%)

COURSE PLAN
Planned
No. Topic amount in
hours
1. Markov chains 2
2. Chapman-Kolmogorov equations 4
3. Classification of states of Markov chains 4
4. Absorbent Markov chains 2
S. Ergodic Markov chains kédes 6
6. Poisson process 4
7. Continuous time Markov processes with 4




discrete state space

8. Birth and death process 2
9. Erlang’s formulae 4
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