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PHOTO: The scene of the devastation.

## Complexity theory crash course

## Complexity classes



- P - polynomial time
- NP - non-deterministic polynomial time
- PH - polynomial hierarchy (2nd order logic)
- BPP - bounded-error probabilistic polynomial time
- BQP - bounded-error quantum polynomial time


## Computation with non-interacting bosons

Model of computation

- Parameters: $n$ photons in $m=\operatorname{poly}(n)$ modes
- State space: $\operatorname{span}\left\{\left|s_{1}, \ldots, s_{m}\right\rangle: s_{k} \geq 0, \sum_{k=1}^{m} s_{k}=n\right\}$
- Initial state: $\left|1_{n}\right\rangle:=|1, \ldots, 1,0, \ldots, 0\rangle$
- Transformations: $\varphi_{n}(U)$ for any $U \in \mathrm{U}(m)$, where $\varphi_{n}$ extends the action from 1 to $n$ photons
- Measurement: the number of photons in each mode

The BosonSampling problem
Given a description of $U \in \mathrm{U}(m)$, produce samples from the probability distribution

$$
\left.\operatorname{Pr}[S]:=\left|\langle S| \varphi_{n}(U)\right| 1_{n}\right\rangle\left.\right|^{2}
$$

## Transition matrix

Definition
If $|S\rangle=\left|s_{1}, \ldots, s_{m}\right\rangle$ and $|T\rangle=\left|t_{1}, \ldots, t_{m}\right\rangle$ then $\varphi_{n}$ is defined as

$$
\langle S| \varphi_{n}(A)|T\rangle=\frac{\operatorname{perm}\left(A_{S, T}\right)}{\sqrt{s_{1}!\cdots s_{m}!t_{1}!\cdots t_{m}!}}
$$

where $A_{S, T}$ is the $n \times n$ matrix obtained by taking $s_{i}$ copies of the $i$ th row and $t_{j}$ copies of $j$ th column of $A$
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Properties

- $\varphi_{n}$ is a homomorphism: $\varphi_{n}(A \cdot B)=\varphi_{n}(A) \cdot \varphi_{n}(B)$
- if $U$ is unitary then so is $\varphi_{n}(U)$
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Theorem (Valiant '79)
Computing perm $(A)$ is \#P-hard
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Theorem (approximate case)
If the following two conjectures are true:

1. the permanent of a random Gaussian matrix is \#P-hard to approximate and
2. it is not too concentrated around 0
then it is not possible to approximately solve the
BosonSampling problem, unless polynomial hierarchy collapses
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## Problems

- need good photon sources and detectors
- all $n$ photons must arrive at the destination at the same time

Thank you!

